Simulating Regular Wave Interaction with Structures in Two-Dimensions Using a Modified WCSPH
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ABSTRACT

A weakly compressible SPH (WCSPH) scheme has been developed to simulate interaction between waves and rigid bodies. The developed WCSPH scheme is improved by applying a modified equation to calculate the wave-structure interaction, in order to increase its accuracy. The effects of relative fluid/solid particles’ acceleration are considered in the modified equation. To evaluate the efficiency of developed model, the dynamics of structural movements and related pressure fields are investigated for several test cases and the results are compared with the experimental data. It seems that the modified algorithm is able to improve the accuracy of simulated wave-structure interactions.

1. Introduction

Simulation of the wave-structure interaction is one of the interesting fields in ocean engineering. Due to the difficulties and complications of the problem, majority of the studies in this field are based on the experimental and/or numerical methods. Greenhow and Lin (1983) performed some experiments on the high speed entry of a wedge and cylinder into calm water. The dead-rise angels of the tested wedges were 81, 75, 60, 45, and 30 degrees. The depth of penetration, velocity of the wedge, and deformed shape of the free surface are some of the data recorded by them. Loverty (2004) performed an experimental study to investigate the hydrodynamics of spherical projectiles impacting the tranquil free surface of water. In another work, the pressure distribution on free falling wedge entering calm water was studied by Yettou et al. (2006). They performed some experiments on different wedges with five dead-rise angels, two drop heights, and four additional masses. Among the experimental studies, some studies have been performed on the water wave effects on the floating structures. Tolba (1998) experientially investigated the performance of a rectangular floating breakwater under regular wave actions in intermediate and deep water. His experiments were consisted of restrained (fixed) and pile supported models as well as models with limited roll motion. In another work, Jung (2004) investigated the interactions between regular waves and a rectangular barge, experimentally. The barge was fixed in such a way that it could just roll (one degree of freedom).

Moreover in literature, there are a number of studies evaluating the mutual behavior of fluid and structure numerically. Most of the applied numerical methods for investigation of the wave-structure and/or generally fluid-structure interactions are generally based on potential flow theory like boundary element method (BEM) (for example, Sun and Fultinsen, 2006) and Mixed Eulerian-Lagrangian Boundary element method (MEL-BEM) (for example, Fultinsen, 1977, and Koo, 2003). This is due to the complexity of problems dealing with the wave-structure interaction. Applying potential theory based methods for such problems need some simplifying assumptions (like incompressible/non-viscous fluid, irrotational flow, etc.) that may affect the accuracy of the results. Currently, some simple solver methods for Navier-Stokes’ equations such as Smoothed Particle Hydrodynamic (SPH) scheme have been developed. Kajtar and Monaghan (2008) simulated the swimming of three linked-rigid bodies using WCSPH method. They integrated the interaction equations by a second-order method which conserves linear momentum exactly. In another work, Monaghan and Kajtar (2009) developed a new force equation for modeling the boundaries. In the proposed method, they modeled the boundaries by means of boundary particles which exert forces on a fluid. They showed that, when the boundary particle’s spacing is at least 2 times less than the fluid particle’s spacing, the proposed
equation gives good results. Based on this work, Kajtar and Monaghan (2010) studied the motion of three linked ellipses moving through a viscous fluid in two dimensions. Hashemi et al. (2012) developed a WCSPH scheme with a new no-slip boundary condition to simulate rigid body movements in fluids. Omidvar et al. (2012, 2013) used a WCSPH method with a variable particle mass distribution technique to simulate interactions between waves and fixed and moving structures. They used a finer resolution near the structure and a coarser one in the other parts of the domain. Gao et al. (2012) investigated the regular wave slamming on an open-piled structure by WCSPH method. They used an improved wall particle treatment to track impacting characteristics around the structure. An explicit synchronous algorithm for computing the fully coupled viscous fluid-solid interactions was introduced by Bouscasse et al. (2013). They also developed a dedicated algorithm to manage the intersection between the free surface and the solid body. They used a ghost-fluid technique with no-slip boundary condition. Cao et al. (2014) investigated the characteristics of the sloshing liquid loads in a tank. They used a novel boundary treatment considering the boundary motion. Liu et al. (2014) studied the interaction between free surface flows with moving rigid bodies. They improved the WCSPH model with corrections on the SPH kernel and kernel gradients, improvement of solid boundary condition, and application of Reynolds-averaged Navier-Stokes turbulence model. A modified dynamic solid boundary treatment (MDSBT) was proposed by Ni et al. (2014) in order to solve the fluid boundary separation problem. In another work, Sun et al. (2015) applied an improved version of WCSPH method to simulate violent interaction between free surface and rigid body. They improved dummy particle technique for stationary and moving boundary so the calculation of forces and torques on rigid body is improved for higher accuracy. Ren et al. (2015) investigated the nonlinear interactions between waves and floating bodies using an improved WCSPH scheme. Their improved algorithm was based on the dynamic boundary particles (DBPs) to treat the moving boundary of the floating body. Yan et al. (2015) studied the motion of a wedge and catamaran shaped hulls in two dimensions. They used a SPH scheme suitable for two-phase flow for simulating the body impact to the water surface. In another work, the efficiencies of two popular solid wall boundaries were studied by Valizadeh and Monaghan (2015). They compared the results of boundary force method by Monaghan and Kajtar and fixed boundary particles of Morris et al. (1997) and Adami et al. (2012).

In spite of several attempts to resolve the deficiencies of SPH based models for fluid/solid interaction, there are still shortages in modeling violent movements of the fluid/solid particles. In this paper, the repulsive force boundary method proposed by Monaghan and Kajtar (2009) has been modified in order to consider the effects of both fluid/solid particles’ acceleration. The modified model is verified by simulating the violent interactions between waves and structures, therefore four test cases are simulated using WCSPH scheme and the results are compared with the experimental data.

2. Weakly compressible SPH scheme

For simulation of a weakly-compressible, viscous fluid, the well-known Navier-Stokes’ equations are solved. These equations can be written in a Lagrangian form as:

\[ \frac{dp}{dt} = -\rho \nabla \cdot \mathbf{u} \]  
(1)

\[ \frac{d\mathbf{u}}{dt} = -\frac{1}{\rho} \nabla p + \nu \nabla^2 \mathbf{u} + \mathbf{b} \]  
(2)

where \( \mathbf{u} \) is the fluid velocity vector, \( \rho \) is the fluid density, \( p \) is the pressure, \( \mathbf{b} \) is the body force vector (e.g. gravity force) and \( \nu \) is the kinematic viscosity considered as equal to \( 1 \times 10^{-4} \text{m}^2/\text{s} \). In the SPH scheme, the fluid domain is discretized as a finite number of particles. Each of these particles represents a small volume of the fluid domain having its own physical properties. For particle \( i \), the discretized SPH form of the governing equations can be written, by exerting a summation on the neighboring particles \( j \), as:

\[ \frac{dp_i}{dt} = \sum_{j=1}^{N} m_j \left( \mathbf{u}_i - \mathbf{u}_j \right) \cdot \nabla_i W_{ij} \]  
(3)

\[ \frac{d\mathbf{u}_i}{dt} = -\sum_{j=1}^{N} m_j \left( \frac{p_i}{\rho_i^2} + \frac{p_j}{\rho_j^2} + R \left( f_{ij}^4 \right) \right) \nabla_i W_{ij} + \nu \left( \nabla^2 \mathbf{u} \right)_i + \mathbf{b}_i \]  
(4)

Also:

\[ \frac{dr_i}{dt} = \mathbf{u}_i \]  
(5)

In equations (3)-(5), \( m \) is the mass, \( \mathbf{r} \) is the position vector, and \( W \) is a smoothing kernel function. In this paper, the cubic spline kernel was used as the kernel function. According to a study performed by Cao et al. (2014), the cubic spline function has a reasonable accuracy. In addition, due to its smaller coefficient for the smoothing length, it needs a smaller computational time. The cubic spline function is given by (Monaghan and Lattanzio 1985):

\[ W(q, h) = \alpha_d \begin{cases} \frac{1}{2} - \frac{3}{4} q^2 + \frac{3}{4} q^3, & 0 \leq q < 1 \\ \frac{3}{4} (2 - q)^3, & 1 \leq q < 2 \\ 0, & q \geq 2 \end{cases} \]  
(6)

where \( q = r/h \), \( h \) is the smoothing length, \( r \) is the distance between the particles \( i \) and \( j \) and \( \alpha_d = \]
A density re-initialization technique was used by applying a zero order Shepard filter on the density field every 20 time steps order to reduce the artificial density fluctuations. It was investigated that for time steps larger than 20, the effect of re-initialization can be ignored. In other words, every 20 time step, the new density is estimated as follows (Gomez-Gesteria et al. 2012):

\[
\rho_i^{\text{new}} = \sum_{j=1}^{N} m_j \tilde{W}_{ij}
\]

(7)

in which:

\[
\tilde{W}_{ij} = W_{ij}/\sum_{i} W_{ij} m_i/\rho_i
\]

(8)

In the developed WCSPH scheme, the pressure field is calculated by an equation of state relating the density field directly to the pressure field. In this study, the equation of state introduced by Monaghan (1994) is used that imposes very low density variations and is efficient for calculation, which is given by:

\[
p = \frac{c_0^2 \rho_0}{\gamma} \left[ \left( \frac{\rho}{\rho_0} \right)^{\gamma} - 1 \right]
\]

(9)

where \(c_0\) is the sound speed, \(\rho_0\) is the reference density (here, \(\rho_0 = 1000 \text{ kg/m}^3\)), and \(\gamma = 7\). In order to enforce the weak-compressibility, a numerical speed of sound \(c_0\) is introduced which is usually adopted as ten times larger than the maximum fluid velocity in the flow field (Monaghan, 1994) due to computational reasons. The magnitude of this parameter is very lower than its real value and is chosen in such a way that ensures the fluid density variations to be less than one percent in the flow field. To calculate the viscous force term in Eq. (4), the equation introduced by Lo and Shao (2002) was used:

\[
v(\nabla^2 \mathbf{u})_i = \sum_j m_j \frac{4(\mu + \mu_j)}{(\rho_i + \rho_j)^2} \frac{r_{ij} \cdot \nabla \mathbf{w}_{ij}}{r_{ij}^2 + \eta^2} \mathbf{u}_{ij}
\]

(10)

where \(\mu\) is the dynamic viscosity of the fluid, \(\mathbf{r}\) is the position vector, \(\mathbf{r}_{ij} = \mathbf{r}_i - \mathbf{r}_j\), \(\mathbf{u}_{ij} = \mathbf{u}_i - \mathbf{u}_j\), \(r_{ij}\) is the magnitude of the position vector between particles \(i\) and \(j\), and \(\eta = 0.1h\).

3. Fluid–solid interaction

The solid dynamics is simulated by the second law of Newton. Linear and angular momentum equations are given in two-dimensional framework as:

\[
M \frac{d\mathbf{v}_g}{dt} = \mathbf{F}_{\text{fluid–body}} + \mathbf{F}_{\text{body–solid}}
\]

(11)

\[
I_g \frac{d\mathbf{\omega}_g}{dt} = \mathbf{T}_{\text{fluid–body}} + \mathbf{T}_{\text{body–solid}}
\]

(12)

where index \(g\) refers to parameters which belong to the center of gravity of the solid body, \(\mathbf{V}_g\) and \(\mathbf{\Omega}_g\) are the velocity vector and the angular velocity vector of the center of gravity of the studied body, \(M\) and \(I_g\) are the mass and the moment of inertia of the body with respect to its center of gravity. \(\mathbf{g}\) is the gravity acceleration vector. \(\mathbf{F}_{\text{fluid–body}}\) and \(\mathbf{T}_{\text{fluid–body}}\) are the vector of fluid-body hydrodynamic force and torque, respectively, and \(\mathbf{k}\) is the unit vector normal to the \(xy\)-plane.

Among the equations used for calculating the hydrodynamic forces in the SPH scheme, the equation proposed by Monaghan and Kajtar (2009) is a simple and efficient one. It can be written in the form of the following equations:

\[
\mathbf{f}_i = \sum_b m_b \left[ \sum_i (\mathbf{f}_{bi} - v(\nabla^2 \mathbf{u})_b) \right]
\]

(13)

in which:

\[
\mathbf{f}_{bi} = \frac{\alpha}{\beta} \frac{r_{bi}}{(r_{bi} - dp i \beta)^2} K(r_{bi}/h) \frac{2m_i}{m_b + m_i}
\]

(14)

In these relations, subscripts \(i\) and \(b\) are related to the fluid and solid particles, respectively (Fig. 2), \(dp\) is the initial fluid particle spacing, \(\beta\) is ratio of the fluid particles’ spacing to the solid particles’ spacing, and \(\alpha\) is a constant and its value depends on the maximum velocity of fluid in the computational domain, \(v(\nabla^2 \mathbf{u})_b\) is the viscous force given by equation (10), \(\mathbf{f}_{bi}\) is the force on solid particle \(b\) due to the fluid particle \(i\) and \(K(r_{bi}/h)\) is a 1D kernel function. In this point, the Wendland 1D quantic function is used which is given as (Monaghan and Kajtar 2009):

\[
K(q) = \begin{cases} 
0 & 0 \leq q \leq 2 \\
\frac{w_5}{2} \left( 1 + \frac{5}{2} q + 2 q^2 \right) (2 - q)^5 & q > 2
\end{cases}
\]

(15)

in which \(w_5\) is a constant which its value is chosen such that \(K(0) = 1\) (Kajtar, 2009).
The equation proposed by Monaghan and Kajtar (2009) is almost accurate in simulating interaction forces between fluid and structure. But its accuracy decreases in the violent situations such as wave-body interaction problem, because the effects of the structure acceleration have not been considered in the original equation. Consequently, a modified form of the equation is introduced in order to consider the motion of fluid and rigid body, simultaneously. The modified equation is given as:

\[
f_{bi} = \frac{\alpha}{\rho} \left( \frac{r_{bi} - \alpha_p}{\rho} \right)^2 K (r_{bi} / h) \left( \frac{2m_i}{m_p + m_i} \right) (b - a_i) W_{bi} \frac{m_i}{\rho_i} \quad (17)
\]

where \( b \) is the body force per mass vector that in the test cases investigated here, it is the gravitational acceleration. The value of \( \alpha \) related to the first term is considered different in \( x \) and \( y \) directions. This is due to the differences in the velocities of the fluid in \( x \) and \( y \) directions in wave domain. Therefore, it can be written as:

\[
\alpha = \varphi \alpha_y \quad (18)
\]

in which \( \varphi \) is a constant and \( \varphi \geq 1 \). The value of parameter \( \varphi \) is different for any test case and it can be determined with a trial and error process. In this study, in all of test cases it is considered to be equal to 1.10.

4. Numerical tests

Four test cases are developed here to evaluate the performance of the modified force interaction equation in simulating violent wave-structure interaction problems. First, a lid-driven cavity problem is simulated, as a benchmark case, to evaluate the viscous model. As a second case, in order to evaluate the modified equation in simulating wedge impact problems, a test case on the water entry of a wedge is studied. The hydrodynamic characteristics of a rectangular barge with just roll degree of freedom are investigated as the third case. In the last case, the movements and pressure distribution on a pile-supported floating breakwater are simulated by the developed WCSPH algorithm.

4.1. Lid-driven cavity

The lid-driven cavity is a benchmark test case for evaluating the accuracy of the no-slip solid wall boundary. The numerical results of Ghia et al. (1982) are used as the reference data. The length and width of the square cavity (\( L \)) is normalized to 1. The top wall of the cavity moves with a constant normalized velocity of 1 and all the other boundaries are at rest (Fig. 3). The kinematic viscosity of the fluid (\( \nu \)) is assumed to be 0.001 and as a result, the Reynolds number is equal to 1000. The initial density of the fluid is set to 1. The applied smoothing length is equal to 1.33dx (dx is the initial particle spacing), and a fourth order Runge-Kutta scheme is used as a numerical integrator. Evaluating the convergence of the numerical model, three particle resolutions of \( 50 \times 50, 100 \times 100, \) and \( 200 \times 200 \) are used. At \( t = 60 \) s, the fluid flow becomes steady and the horizontal and vertical velocities at the middle section of the cavity (\( x = 0.5 \) and \( y = 0.5 \)) are evaluated. Fig. 4 shows the variations of the estimated velocities with the results reported by Ghia et al. (1982). It can be seen that the SPH results obtained from resolutions of 100 × 100 and 200 × 200 are in good agreement.

4.2. Wedge Water Entry

A sailing boat or containership in rough waters will experience extremely high slamming forces due to the coupling effects of the ship and the induced waves. The applied pressure on the bottom of the ship can damage the ship structure. This is one of the violent fluid-solid interaction problems and its simulation is very complex. Usually the ship bottom is simplified...
by a 2-D symmetrical wedge shape which entries to the free surface with an initial velocity. Therefore, in the next step, an experimental case performed by Yang et al. (2007) is studied. A 2D wedge section with a deadrise angle of $\theta = 10^\circ$ at the bottom, and 0.6 m in width is dropped just from touching the free surface with an initial velocity of 1.83 $m/s$. The mass of the wedge is 60 kg. The basin is 1.5 m in width with a water depth of 0.6 m. To eliminate the effects of walls, a sponge layer (Delavari and Gharabaghi, 2014) is applied at all sides of the numerical basin (Fig. 5). In the SPH model, the initial particle spacing is 0.002 m with a smoothing length equal to 1.33$dx$, and a fourth order Runge-Kutta scheme is used as a numerical integrator. The numerical results are compared with the experimental data from Yang et al. (2007).

A comparison between the accelerations and velocities of the wedge obtained from the numerical model and experimental data obtained from accelerometer Vacc3, located 250 mm off from the model centerline, has been shown in Fig. 6 and 7. According to the experimental data, it is assumed that the impact moment occurs at $t = 2.868$ s. As can be seen, the results of both modified and unmodified models are in good agreement with the experimental data. At the initial stages of the simulation, the modified model is more accurate. But with decreasing the violent condition, the results of both models are almost identical.

In Fig. 10, time history of the estimated pressure at pressure gage P1 from the numerical models, located 50 mm off from the model centerline, have been compared with the experimental data from Yang et al. (2007). The numerical pressures at gage P1 have been calculated by an average SPH summation $P_s = \Sigma_f P_f W_{sf}/\Sigma_f W_{sf}$ where the subscript $f$ and $s$ denote fluid and solid particles, respectively. It is obvious that both modified and unmodified models cannot simulate the peak pressure value and incidence accurately. The unmodified model overestimates the peak pressure while the modified model underestimates that. The predictive error of the peak pressure is about 35% for the unmodified model and about 11% for the modified model. Both models has incidence lag about 0.002 sec.
4.3. Rotating Barge

As the third case study, a rectangular barge with one degree of freedom (roll motion) is simulated in a numerical wave flume with water depth of 0.9 m. The barge is 0.9 m in length, 0.3 m in width (B), 0.1 m in height, and with a draught (D) of 0.05 m (Fig. 11). A piston-type wave maker is used for generating a regular wave with a height of 0.06 m and a period (T) of 1.2 s. Besides, a sponge layer developed by Delavari and Gharabaghi (2014) is applied on the far end of the numerical flume to eliminate the effects of reflected waves. It is a modified version of a sponge layer which was previously developed by Yoon and Choi (2001) in a finite difference scheme which can be written as:

$$v(x) = \exp\left[-\left(b^{-x/\Delta x} - b^{-x_s/\Delta x}\right)\ln(a, i_s)\right]$$  \hspace{1cm} (19)

where x is the position inside the sponge layer (x = 0 at the end of the flume), x_s is the width of the sponge layer, \Delta x is the particles spacing, a is a damping factor (here, a = 2), and i_s is introduced as the number of particles at the same elevation along a length equal to the wave length. Inside the sponge layer, velocities of the fluid particles are multiplied by Eq. (19). In the original equation, the parameter b is given by:

$$b = 1 + r_s + \exp\left(\frac{1}{r_s}\right)$$  \hspace{1cm} (20)

in which:

$$r_s = \frac{10}{i_s}$$  \hspace{1cm} (21)

In the numerical model, the particle spacing is 0.01 m and the fourth order Runge-Kutta scheme is used as a numerical integrator. The results of numerical model are compared with the experimental data from Jung (2004). Time history of the numerical (modified equation) and experimental water surface elevation (\(\eta\)), without the barge, is presented in Fig. 12. It can be seen that the numerical results are in good agreement with the experimental data (Jung, 2004). Also, Fig. 13 shows a snapshot of the velocity fields obtained from the numerical model simulated by the modified SPH scheme at t = 35.2, 35.3, and 35.4 s (left panels) and the mean velocity profiles in phases 2, 3, and 4 of the experimental ones. The experimental profiles are provided with the phase averaging from several instantaneous velocity measurements. We can see that the patterns of the fluid flow in the numerical results are almost identical with the experimental ones.

Numerical water surface elevations at the front and behind of the barge with roll motion with/without modification are shown in Figs. 14, and 15, respectively. The numerical results have been recorded at two points with a distance of 4 cm from the front and 6 cm from the behind of the barge in the wave flume. These results are compared with the experimental data (Jung, 2004).
Figure 14. Time history of the estimated water surface elevation at the front of the barge with roll motion related to the modified and unmodified models compared with the experimental data (Jung, 2004)

Figure 15. Time history of the estimated water surface elevation behind of the barge with roll motion related to the modified and unmodified model compared with the experimental data (Jung, 2004)

It can be seen that both models can simulate the superposition of incident waves with the reflected waves in front of the structure with good accuracy (Fig. 14). However, the results obtained from the modified model are almost in better agreements with the experimental data particularly near the crest and trough. However, the results related to the transmitted waves behind of the barge, in spite to their acceptable accuracy, needs to further improvement (Fig. 15).

Another parameter that was investigated is the wave-induced motions of the barge. The barge has one degree of freedom and can only rotate around its center of gravity. Results of the roll motion of the barge obtained from the modified and unmodified models have been presented in Fig. 16. It is obvious that the results obtained from the modified model are more accurate than those obtained from the unmodified one. The maximum error of the modified model is about 9% while it is about 19% for the unmodified model.

Figure 16. Time history of the roll motion of the barge obtained from the modified and unmodified models compared with the experimental results reported by Jung (2004)

4.4. Pile-supported floating Breakwater

As the last case, a rectangular floating breakwater supported by vertical piles is simulated in a numerical wave flume with water depth ($d$) of 0.3 m (Fig. 19). The breakwater has one degree of freedom (heave motion) and it can only moves in vertical direction. A piston-type wave maker is used for simulating a regular wave and similar to the previous case, a sponge layer (Delavari and Gharabaghi, 2014) is applied on the far end of the flume. According to the experimental work performed by Tolba (1998), numerical simulations have been performed with two different wave characteristics and two different dimensions of the structure. The heave motion of a breakwater with the dimensions of 0.3 m in length, 0.15 m in width ($B$), and draft ($D$) of 0.1 m due to the incident wave height ($H$) of 0.0462 m with a period ($T$) of 0.8 s is calculated. In the numerical model, the particle spacing is 0.006 m and the fourth order Runge-Kutta scheme is used as a numerical integrator. Figs. 20 presents a snapshot of the velocity field of the numerical model simulated by the modified SPH at $t = 6.5$ s. Time history of the heave motion of the
studied breakwater has been compared with the experimental results of Tolba (1998) in Fig. 21. It can be seen that the predicted results by the modified model are considerably better than the results of the unmodified model.

In the next step, the pressure calculation for a pile-supported floating breakwater with dimensions of 0.3 m in length, 0.3 m in width, and a draft of 0.084 m is studied numerically under regular waves with height of 0.055 m and period (T) of 1.0. Fig. 22 shows the time history of the pressure at gauge PG1 (Fig. 19) calculated with both modified and unmodified models compared with the experimental data from Tolba (1998). The maximum predictive error of the modified SPH is about 72% while it is about 171% for the unmodified one. It can be seen that in spite of the results obtained from both models needs more improvement but the results of the modified model are in better agreement with the experimental data and there is no sudden increase in the pressure values.

5. Conclusions
Simulation of the wave-structure interaction is one of the complicated and motivating fields in ocean engineering. In literature, there are several numerical solvers for Navier-Stokes’ equations. Smoothed Particle Hydrodynamic (SPH) scheme as a simple solver scheme for this purpose has recently developed. In this paper, the repulsive force boundary method proposed by Monaghan and Kajtar (2009) has been modified in order to consider the effects of both fluid/solid particles’ acceleration. The modified model is verified by simulating the violent interactions between waves and structures, therefore four test cases are simulated using WCSPH scheme and the results are compared with the experimental data. First, in order to evaluate the numerical viscous model, the lid-driven cavity problem was simulated. Also, a wedge water entry problem was investigated to evaluate the abilities of the modified fluid-solid interaction equation in simulating the wedge impact condition. Then, as a main purpose, the performance of the modified interaction force equation in calculating the violent interactions between waves and structures was investigated. In the next two test cases, the hydrodynamic parameters such as water surface elevation, motion response of the structure, and pressure distribution on the structure were estimated by the developed WCSPH scheme. First case was a rectangular barge with roll degree of freedom and second one was a pile-supported floating breakwater having only vertical motions. Results show that the modified model is more reliable than the unmodified one in simulating the violent wave-structure interaction problems.
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